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Abstract. This article aims to carry out a systematic review of the research works that deal 
with the topic of Machine learning (ML) and Deep learning (DL) to predict heart disease. 
For this purpose, an exhaustive search was carried out and after the analysis of the 
documentation collected, aspects such:  countries have more studies been done on use of 
ML and DL, techniques most used and that had the best accuracy, tools, metrics, kind of 
heart disease and variable selection algorithms, which served as the basis for the elaboration 
of this document.  The intent is to contribute to more profound understanding of 
methodologies, techniques and metrics with the applications of machine learning for predict 
heart disease. The results of the study showed that India, China and Pakistan were the 
countries with most studies on the use of ML and DL to predict heart disease, also Random 
Forest, SVM and Logistic Regression were the most used techniques, of which XGBoost, 
Ensemble Deep learning and Stacking were the ones that obtained the best accuracy results. 
Python was the tool considered the best. The most concurrent metrics used was Accuracy, 
Precision and F1-Score, the type of disease that has been applied was Coronary Artery Heart, 
as the selection algorithms were Kernel and Information Gain. Due to the paucity of this 
studies on heart disease using machine learning and deep learning, this work also points the 
way to new research. 

Keywords: Machine Learning, Deep Learning, Heart disease, Prediction. 



Vergaray et al., Journal of System and Management Sciences, Vol. 13 (2023) No. 6, pp. 40-60 

41 
 

1. Introduction 
Cardiovascular diseases (CVD) are one of the leading causes of death worldwide (Ahsan et al., 2021). 
Thus, it is estimated that in 2019, 17.9 million people died from CVD, representing this figure to 32% 
of all deaths worldwide, which 85% of deaths are due to strokes or strokes (World Health 
Organization, 2021); furthermore, statistics in Saudi Arabia collected over the past 40 years show that 
deaths have been increasing (Aljefree,  Shatwan and Almoraie, 2021); Among the causes of heart 
disease, there are different problems, such as: dietary risks, particle pollution, high blood pressure, 
high body mass index, cholesterol, etc., as well as health habits and aging (Vaduganathan, et al., 2022; 
Hall and Hall, 2016). 

However, it is important to detect people at high risk of CVD early, this to provide treatments that 
help prevent unexpected deaths, so about three-quarters of deaths from cardiovascular diseases (CVD) 
occur in low- and middle-income countries (World Health Organization, 2021). Therefore, with the 
high number of people with heart disease, it is increasingly difficult to provide necessary diagnoses to 
patients in less developed places such as: India, Africa and Bangladesh, whose processes of detecting 
these diseases and their symptoms are doubtful, this because there is still low accessibility of 
appropriate technological equipment (Lip et al., 2017); At the same time, the places of care that exist, 
it is unaffordable for the population and they fail to take advantage of the opportunities for an accurate 
diagnosis and cure plans (Angraal et al., 2019). Thus, techniques based on machine learning (ML) and 
Deep learning (DL), have been applied in different sectors, including: entertainment (Justesen et al., 
2019; Berno et al., 2021), education (Daza et al., 2022; Daza et al., 20229, Technology, Commerce, as 
well as in health specializations (Ferreras et al., 2023; Mendo et al.,2021; Almeida and Tavares, 2020; 
Alonso et al., 2018; Ting et al., 2019), while if it is about predicting early risks in people with heart 
disease, it is done automatically based on clinical information (Bhowmick et al.,2022; Erdogan and 
Guney,2020; Kishore et al., 2018).  

In fact, (Tasnim and Habiba, 2021), they conducted a study, in order to propose 7 machine 
learning algorithms to predict the probability of coronary heart disease, which were K-nearest 
neighbors' (k-NN), Random Forest (RF), Gradient Boosting, Support Vector Machine (SVM), 
Decision Tree (DT), Naive Bayes (NB), Logistic Regression (LR) and Neural Network (NN), for 
which the Hungarian dataset Cleveland and Statlog Cleveland+ from the repository of  UCI machine 
learning, which contained 303 samples and 14 attributes, as well as Principal component analysis; 
among the results obtained it is shown that Random Forest achieved the best evaluation metrics, these 
being: Accuracy=92.85%, Recall= 91.00% y Precisión= 93.00%.  

Also (Daraei and Hamidi, 2017), in their article he aimed to present a prediction model (J48) of 
Myocardial Infarction (MI) using data mining methods, which took into account a dataset of 455 
healthy cases and 295 with myocardial infarction collected from the Shadid Madani Specialized 
Hospital, in Iran in 2015,  as well as a hybrid method of selection of variables, which included weight 
by relief and genetic algorithm, where after selection the metacost classifier was applied to the dataset, 
where the results show that the J48 algorithm obtained an accuracy of 82.57%, sensitivity of 86.67% 
and F1-Score of 80.00%.  

At the same time, (Mohan, Thirumalai and Srivastava, 2019), they proposed a hybrid model 
through the application of machine learning to improve accuracy when predicting heart disease. So 
within the algorithms used were: Generalized Linear model, Deep learning, Random Forest, Support 
Vector machine, Naive Bayes, Logistic Regression, etc., whose dataset was composed of 303 patient 
records, however, because there was missing data, only 297 records were worked for pre-processing, 
where the results show that with the combination of Random Forest (RF) and Linear Regression (RL),  
an accuracy of 88.7%, precisión of 90.10%, F1-Score of 90.00%, Sensitivity of 92.80% and 
Specificity of 82.60% are achieved. 

As well as (Chowdhury et al., 2021) presented a proposed model to predict heart disease and 
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increase the accuracy of heart disease, so they used several techniques, including: Decision Tree (DT), 
Logistic Regression (RL), K-Nearest Neighbors (KNN), Support Vector Machine (SVM) and Naive 
Bayes (NB), working with a dataset of 313 people, of which 251 were healthy, as well as the 5-Fold 
Cross-validation, so the results show that SVM achieved an accuracy of 91%. 

Meanwhile (Kavitha et al., 2021), in their study they aimed to predict heart disease based on 
machine learning through an automated medical diagnosis method, for which they applied 3 ML 
techniques, these being: Random Forest (RF), Decision Tree (DT) and Hybrid Model, also took into 
consideration a dataset of 303 instances and 14 characteristics, so in the results it was evident that the 
hybrid model obtained the highest value of accuracy 88.70%.  

Thus, in this review, he focused on the study of machine learning and deep learning methods, to 
carry out a deeper investigation, in order to publicize which are the most used methods as their main 
characteristics for the prediction of heart diseases, and in this way make technology more efficient in 
the health sector. 

Motivation. Currently, it is common to use machine learning techniques in the field of medicine 
for the prediction of diseases, one of the frequent heart diseases, this because, if not treated early, it 
can affect the health of people, such as having complications, including: strokes, heart attacks, heart 
failure, etc. 

Therefore, this article aims to carry out a systematic review of the research works that deal with 
the topic of machine learning and deep learning to predict heart disease, which allows us to know the 
following: In which countries have more studies been done on the use of machine learning and deep 
learning to predict heart disease? , What were the techniques that had the best accuracy results?, What 
tools are the most concurrent for the development and testing of the predictive model?, What metrics 
are used to determine the effectiveness of machine learning and deep learning techniques?, What type 
of heart disease have they been applied to? and Which selection variables are the most used in 
machine learning and deep learning algorithms? 

This article is divided as follows: Section 2 presents the method of systematic literature review. In 
section 3, the respective analysis of the results according to the questions asked is presented, in 
section 4 the information about the discussion is presented, in section 5 shows the conclusions, along 
with limitations and challenges, motivations and recommendations reached in this review. 

2. Research Methodology 
This article is based on a systematic literature review made up of scientific databases using a 
PRISMA methodology (Moher et al.,2010), whose search focuses on scientific articles related to the 
prediction of heart disease, whose information can help save lives by providing timely information 
about the disease, such as existing ML and DL methods for their study. 

2.1. Research Questions 
The purpose of the study is to analyze, compare and synthesize studies on the prediction of heart 
disease using ML and LBP published from 2018 to 2023. Table 1 shows the 7 research questions (RQ) 
asked, with their respective motivations: 

Table 1: Research questions 
ID Research Question Motivation 
Q1 In which countries have more studies been done 

on the use of machine learning and deep learning 
to predict heart disease? 

Identify countries where more studies have 
been done on machine learning and deep 

learning techniques to predict heart disease 
Q2 What were the most commonly used techniques? Reveal the various machine learning and 

deep learning techniques being implemented 
to predict heart disease 
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Q3 What were the techniques that had the best 
accuracy results? 

Introduce the most accurate machine 
learning and deep learning techniques for 

predicting heart disease 
Q4 Which tools are the most concurrent for the 

development and testing of the predictive model? 
Recognize machine learning and deep 
learning tools to predict heart disease 

Q5 What metrics are used to determine the 
effectiveness of machine learning and deep 

learning techniques? 

Identify the most common machine learning 
and deep learning metrics to predict heart 

disease 
Q6 What kind of heart disease have they been applied 

to? 
Identify heart disease studied with machine 

learning and deep learning 
Q7 Which variable selection algorithms are the most 

used in machine learning and deep learning 
algorithms? 

Discover the main algorithms for selecting 
variables related to the use of machine 
learning and deep learning algorithms 

 

2.2. Search Strategy 
An exhaustive search of five databases was carried out, these being: Francis and Taylor, MDPI, 
ScienceDirect, Scopus and Web of science, the same ones that gathered all the information and 
studies related to heart diseases taking into account studies published between 2018 and 2023, to 
carry out this search strategy the keywords were used: ("Machine learning") and ("Deep learning") 
and "predict" and "heart" and "disease", as shown in Figure 1 and Figure 2. 
 

  
Fig. 1: Database search criteria 

 
 

 
 
 
 
 
 
 
 
 

 
 

Fig. 2: PRISMA methodology for selected articles 
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2.3. Inclusion criteria 

The following inclusion criteria was established: (i) The articles taken into account are in English 
language; (ii) The main focus is on the study of different techniques of Machine learning and Deep 
learning; (iii) All articles presented are about heart disease. 

2.4. Inclusion and exclusion criteria 

For the quality assessment of the study, the following exclusion criteria was defined for: (i) Articles 
published before 2018; (ii) Articles that study other diseases (Diabetes, cancer, etc.); (iii) Articles that 
are from another language. 

3. Analysis of results 
The results based on the 43 articles included in the systematic literature review are shown below. The 
following 7 sections are related to each of the research questions. 

3.1. Results of countries where more studies have been done on the use of machine 
learning and deep learning to predict heart disease (RQ1) 

Fig. 3 shows the countries that have done more studies, it can be said that there are many countries 
that have as a topic of interest the prediction of heart disease. The publications that have been found, 
being: India, Pakistan, Ethiopia, Australia, China, Egypt, Japan, South Africa, Turkey, Italy, United 
Kingdom, United States, Bangladesh, Saudi Arabia and Iran. However, India is the country that has 
the highest number of studies on diseases of this specialty (39.53%). What is evident that heart 
disease is a focus of interest of many researchers who within their studies consider it important to 
obtain information on the subject and have solutions that help identify and adequately predict 
cardiopathologies, this because the number of people with total CVD worldwide has doubled from 
271 million in 1990 to 523 million in 2019, which means that there is an increase in deaths from 
12.1 million in 1990 to 18.6 million in 2019 (Roth et al., 2020); and whose national statistics from 
the WHO show that CVD has a significant figure of 24% in India (World Health Organization, 
2018), which is worrying, since in this country, it is evident that there are more than 10.5 million 
deaths per year, and cardiovascular diseases are the ones that cause 20.3% of deaths in men and 
16.9% in women (Gupta, Mohan and Narula, 2016). 

   
 Fig. 3: Range of countries that have studied the use of ML and DL to predict heart disease 

3.2. Results of the most used techniques of ML y DL (RQ2) 
Within the techniques of machine learning and Deep learning most used to predict heart disease, we 
found 3 techniques that stand out by having the largest number of studies, these being: Random 
Forest, characterized by being the most used and powerful in machine learning for classification and 
regression problems, which collects information and builds decision trees from different samples, to 
finally take the average of these values, being the most efficient to predict heart disease (Kompella 
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et al.,2022), so it is evident that it was the most used by most authors,  that is, by 9.18%; at the same 
time as SVM, it is a machine learning algorithm for categorization, whose purpose is to locate the 
optimal separation hyperplane for the unobserved sequences with the lowest possible classification 
error (Kumar and Priyadarsini, 2022; Sandhya,2020), by which 7.65% of the authors use it together 
with Logistic Regression, with 15 articles these last 2, as shown in Fig. 4. This shows that the 
techniques detailed above are the most efficient for predicting cardiac pathologies. 

  
Fig. 4: Machine learning and deep learning techniques to predict heart disease 

3.3. Results of Machine learning and Deep learning techniques with best 
accuracy(RQ3) 

The results analyzed with respect to the techniques that had better accuracy scores in predicting 
heart disease were: Random Forest, Deep learning, SVM, XGBoost, where 16.28% of the authors 
make use of these algorithms, also 4.25% of the studies showed Staking Ensemble as the best 
algorithm, while 9.30% of the authors showed that KNN and NN obtained better precisions, whose 
accuracy ranges from 90%-100%, as shown in Table 2.  It should be noted that this is related to the 
size of the data taken into account in the investigations (Gupta et al., 2022). 

Table 2: Precision of Machine Learning and Deep Learning Techniques to Predict Heart Disease 
Ref. Technique Precision 

Simegn, 
Gebeyehu and 
Degu (2022) 

XGBoost  98.00% 
ANN 95.00% 

Random forest 100.00% 

Sheeba et al 
(2022)  

Ensemble deep learning ---- 
Support vector machine (SVM)-Radi ---- 

SVM-DT ---- 
Decision tree (DT) ---- 

Mixed kernel extreme learning machine (MKELM) 88.20% 
Wankhede,  

Sambandam and 
Kumar (2022) 

Ensemble deep learning 98.33% 

Ganesh and 
Nithiyanantham 

(2022)  

NN 51.51% 
SVM 54.05% 
CNN 59.25% 
RNN 54.05% 

TS-SFO-RNN 69.23% 

Ayon, Islam and 
Hossain (2022) 

SVM 95.00% 
LR 91.00% 

DNN 92.00% 
DT 91.00% 
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NB 91.00% 
Random Forest 90.00% 

K-NN 93.00% 
Malathi et al 

(2021) AlexNet 94.00% 

Jiang et al (2021)  

LR 87.20% 
SVM 86.80% 
KNN 84.50% 
RF 84.00% 
NB 79.10% 
DT 77.00% 

XGB 80.40% 
Deepika and 
Balaji (2022) 

Grey Wolf Firefly algorithm with Differential Evolution 
(GF-DE)  99.29% 

Hussain et al 
(2022)  

KNN 80.00% 
SVM-L 97.14% 

NB 88.57% 
NN 88.57% 

GBM 91.42% 
XGB 88.57% 

Chamundeshwari, 
Biradar and 
Udaykumar 

(2022) 

D-CSOCNN 97.45% 

Almulihi et al 
(2022)  

Staking ensemble 97.42% 
LR 83.00% 

CNN-LSTM 86.10% 
Kanda et al 

(2022)  Extreme gradient boosting 14.10% 

Mienye and  Sun 
(2021) 

KNN 60.80% 
LR 79.00% 

LDA 80.40% 
SVM 80.00% 

Decision tree 69.99% 
Softmax classifier 71.50% 

XGBoost 86.40% 
Random forest 91.40% 

AdaBoost 93.20% 

Proposed SSAE + PSO 93.00% 

Nancy et al 
(2022)  

LSTM 95.07% 
FLSTM 98.03% 

Bi-LSTM (bidirectional long short-term memory) 
(Proposed) 98.90% 

Umer et al 
(2022)  

VGG16 90.00% 
AlexNet 90.00% 

CNN 94.00% 
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Ozcan and Peker 
(2023) CART model 88% 

Brunese et al 
(2020)  

Deep learning network 98.99% 
J48 71.00% 

MLP 92.00% 
UCL 58.00% 

Chang, Bhavani 
and Xu (2022) Random Forest (RF) 83.00% 

Elias et al (2022)  

ValveNet 32.00% 
Gradient Boosting (GBM) 86.80% 

Random Forest (RF) 87.80% 
Multilayer perceptron (MLP) 88.30% 
k-Nearest Neighbor( KNN) 90.40% 
Extra Trees Classifier( ET) 90.20% 

Extreme Gradient Boosting( XGB) 85.50% 

Mohapatra et al 
(2023)  

Support Vector Classifier (SVC) 88.80% 
Support Vector Classifier (SGD) 94.70% 

Adaptive Boosting(ADB) 76.00% 
Decision Tree (Cart) 81.00% 

Stacked 92.60% 

 
 
 

Mpanya et al 
(2021)  

Random forest 81.70% 
Naïve Bayes 85.70% 

Decision trees 73.50% 
Gradient boosting 73.80% 

SVM 69.00% 

Logistic regression 62.60% 

CART 63.60% 

Roy, Roy and 
Mandal (2022) 

KNN 75.00% 
SVM 98.00% 
RF 98.00% 
NB 95.00% 

ANN 56.00% 

Shrivastava, 
Sharma and 

Kumar (2023) 

CNN–Bi-LSTM (Propose Method) 96.84% 

LR (Logistic Regression) 90.13% 

SVM (Support Vector Machine) 88.35% 

RF (Random Forest) 85.85% 

DT (Decision Tree) 80.37% 
HRFLM 86.77% 

Uddin and 
Halder (2021) 

Proposed MLDS ( Multilayer dynamic system) 97.00% 

XGB 75.72% 
LR 72.26% 

SVM 77.55% 
KNN 69.62% 
DT 63.10% 
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Yan et al (2022)  

XGBoost 85.70% 
LightGBM 85.30% 

Random Forest 81.20% 
NGBoost 73.50% 

Logistic regression  60.30% 
MLP 58.30% 

Sajja and 
Kalluri (2020) 

Logistic Regression 86.83% 
Naive Bayes 77.04% 

KNN 68.86% 
SVM (Linear) 85.29% 
SVM (RBF) 81.96% 

Neural Network 86.97% 
CNN (Proposed Network) 94.78% 

Waqar et al 
(2021)  

SMOTE-based AdaBoost 81.30% 
SMOTE-based bagging 81.70% 

SMOTE-based random forest 85.10% 

SMOTE-based KNN 82.50% 

SMOTE-based logistic regression 81.80% 
SMOTE based na¨ıve Bayes 81.90% 

SMOTE-based support vector machine 84.50% 

SMOTE-based vote 82.30% 
SMOTE-based artificial neural network 96.10% 

Alotaibi and 
Alzahrani (2022) 

NB 84.00% 
LR-RF 75.00% 

AdaBoost 77.00% 
LR 73.00% 
RF 76.00% 

SVM 79.00% 

Alqahtani et al 
(2022)  

RF 90.03% 
KNN 87.53% 
DT 86.23% 

XGB 88.25% 
DNN 97.77% 

KDNN 98.52% 
ML ensemble 88.02% 

Stacked classifier 87.32% 

 
 

Swain et al 
(2022)  

Logistic Regression 95.35% 
Support Vector Machine (SVM) 91.86% 

MLP with PCA 91.86% 
Deep neural network 93.02% 

Bootstrap aggregation with random forests 97.67% 
Albert, Murugan 

and  Sripriya 
(2022) 

BOML algorithm 75.00% 

Ordikhani et al 
(2022) 

Regression algorithm 73.90% 
Naive Bayes Classifier 72.70% 
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  Random Forest 71.20% 
Network Configuration 73.70% 

Deep Learning 74.00% 

Huang et al 
(2022) 

DT 95.00% 
SVM and DT 86.72% 

RF  83.26% 
KNN 97.77% 
NN 97.70% 

Adaptive multi-layer networks (AMLN) 97.80% 

Damodharan and 
Goel (2022) 

DBN 90.03% 
RCNN 91.70% 

AWMYolov4 95.60% 
Bangare et al 

(2022) CART model 93.30% 

Elwahsh et al 
(2021) 

  

SVM 95.00% 
Logistic regression 90.00% 

Decision tree 91.00% 
Naïve Bayes 89.80% 

ANN 93.00% 
SHDML 98.00% 

Guo et al (2021) 

LSTM 62.00% 
DNN 59.00% 
RF 60.00% 
LR 58.00% 
NB 60.00% 

Barbieri et al 
(2022) 

Deep Learning network( DNN) 46.80% 

Pan et al (2020) 

ANN 84.30% 
DNN 88.50% 
EDL-SHS 89.20% 
RNN 90.20% 
NN 93.10% 
EDCNN 97.20% 

Saikumar et al 
(2022) 

SVM 55.00% 
CNN 59.00% 
FGCNet 63.00% 
K-means_LQDA _DG_ConvoNet 76.00% 

You et al (2023) 
  

Expert feature 14.50% 
CNN 22.96% 
LSTM 19.63% 
LR 13.37% 
Deep neural network 21.06% 

Wang et al (2022) 
Neural network 74.00% 
InceptionV3 64.14% 
Random Forest 75.79% 
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3.4. Results of Machine learning and Deep Learning tools (RQ4) 
Of the 43 articles analyzed, it is observed that 27 studies use Python (49.09%) and 7 Keras studies 
(12.73%), which shows that these are the most recurrent tools for the development and testing of the 
predictive model in the prediction of heart disease as detailed in Table 3. Both have very similar 
advantages such as: the number of free and open source libraries, possibility of extracting data from 
repositories, simple language and great potential (Kazil, Masad and Crooks, 2020; Chicho and 
Sallow, 2021). 

Table 3: ML and DL tools to predict heart disease 

Ref. Tool  Related studies Quantity (%) 

H01 
Matlab 

(Sheeba et al., 2022),(Ganesh, 2022), (Swathy and Saruladha, 
2022) 3 (5.45%) 

H02 

Keras 

(Almulihi et al., 2022), (Umer et al.,2022), (Brunese et al., 2020), 
(Elias et al., 2022), (Roy, Roy and Mandal, 2022), ( Waqar et al., 

2021), ( Saikumar et al., 2022) 
7 (12.73%) 

H03 Pytorch (Elwash et al.,2021), ( Barbieri et al., 2022) 2 (3.64%) 

H04 

Python  

(Wankhede, Sambandam and Kumar, 2022), (Ayon, Islam and 
Hossain, 2022), (Malathi et al,2021), (Jiang et al.,2021), (Deepika 

and Balaji, 2022),( Almulihi et al., 2022), (Kanda et al., 2022), 
(Mienye and Sun, 2021), (Brunese et al., 2020), (Chang et al., 

2022), (Elias et al.,2022), (Mohapatra et al.,2023), (Roy, Roy and 
Mandal, 2022), (Shrivastava, Sharma and Kumar ,2023), (Swathy 

and Saruladha, 2022), (Uddin and Halder, 2021), (Yan et 
al.,2022), (Waqar et al., 2021), (Alqahtani et al., 2022), (Albert, 

Murugan and Sripriya, 2022), (Ordikhani et al., 2022), 
(Damodharan and Goel, 2022), (Elwahsh et al., 2021), (Guo et al., 

2021),(Barbieri et al.,2022),( Saikumar et al., 2022),(You et 
al.,2023) 

27 (49.09%) 

H05 TensorFlo
w 

(Almulihi et al., 2022), (Nancy et al., 2022), (Umer et al., 2022), 
Brunese et al., 2020), (Waqar et al., 2021) 5 (9.09%) 

H06 
Weka 

(Ayon, Islam and Hossain, 2022), (Swathy and Saruladha, 2022), 
(Uddin and Halder, 2021), (Alotaibi and Alzahrani, 2022) 4 (7.27%) 

H07 R (Malathi et al., 2021), (Ozcan and Peker, 2023) 2 (3.64%) 

H08 Tangara (Swathy and Saruladha, 2022) 1 (1.82%) 

H09 
Anaconda 

(Waqar et al., 2021), (Albert, Murugan and Sripriya, 2022), 
(Elwash et al., 2021) 3 (5.45%) 

H10 Keel (Alotaibi and Alzahrani, 2022) 1 (1.82%) 
 

3.5. Results of the most common Machine learning and Deep learning metrics (RQ5) 
Fig.5 shows the different metrics used to predict heart disease, in which is the Accuracy, which 
represents the total percentage of all predictions that are correctly classified [81], where it is shown 
that this metric was the most used by most authors (15. 35%) ., at the same time of Accuracy,  
represented by the number of successful instances recovered divided by the totality of recovered 
instances, classified as positive predictive value (PPV) and false positive value (FPV) used in 
medical systems [82], in which 13.60% of the authors use it to determine the effectiveness of the 
algorithms, finally the F1-Score represented as the combination of the Recall measures and accuracy 
in a single value [83],  evidenced by 10.96% of authors who use it. This shows that these metrics are 
the most reliable and intuitive, as it is also important to calculate the relationship between the 
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correct predictions of a model versus the total predictions that were carried out, in order to review 
how the algorithm performs. 

 
Fig. 5: Machine Learning and Deep Learning Metrics to Predict Heart Disease 

3.6. Results of kind of heart disease have been applied (RQ6) 
Fig.6 shows Coronary Artery Heart is the type of heart disease that has been applied most frequently, 
this is because most authors (20.41%) and Ischaemic heart disease (7.14%), see the need to study 
this pathology (CAH), even more so when this is the most outstanding and remains one of the main 
reasons for deaths,  while according to the WHO report indicates that 17.3 million deaths from heart 
disease, 7.3 million are coronary heart disease [2], and since the disease is a difficult procedure to 
predict, it is important that patients require early and adequate diagnoses of CAH for effective 
treatments; in addition to the approach to the use of technology [73, 74]. However, there are 
different heart disease that have been investigated by 1 author representing 30.61%. 

 
 

 

 

 

 

 

                                    
Fig. 6: Type of heart disease most common applied with Machine Learning and Deep Learning 

3.7. Results of the Variable selection algorithms used in machine learning and deep 
learning algorithms (RQ7) 

To discover the main variable selection algorithms, Kernel, Kernel, interpreted as a function that 
returns the inner product between the images of the inputs based on their characteristics, where its 
purpose is to detect nonlinear relationships between algorithms [84], so this is the most used by 
most authors (31.71%), however, other authors chose to use different ones, such as Information 
Gain, represented as an entropy-based feature Evaluation method, used in machine learning to 
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measure the amount of the data that a function provides about the target class [85], so 9.76% of the 
authors make use of this variable selection algorithm. Making use of these variable selection 
algorithms helps the techniques used within the studies to have better results with respect to the 
prediction of heart disease and to be more accurate, as shown in Table 4. 

Table 4: Variable selection algorithms using Machine Learning and Deep Learning 
Ref Variable selection Related studies Quantity(%) 

SV01 Information Gain 
(Deepika and Balaji, 2022),(Mpanya et al., 

2021),(Uddin and Halder, 2021), (Ordikhani et 
al.,2022) 

4 (9.76%) 

SV02 

Kernel 

(Simegn, Gebeyehu and Degu, 2022),( Sheeba et 
al.,2022),(Ayon, Islam and  

Hossain,2022),(Malathi et al.,2021),(Jiang et 
al.,2021),(Elias et al.,2022),(Mohapatra et 

al.,2023),(Roy, Roy and Mandal,2022),(Waqar 
et al.,2021), (Swain et al.,2022),(Damodharan 

and Goel,2022),(Pan et al.,2020),(You et 
al.,2020) 

13 (31.71%) 

SV03 GainRatio-AttributeEval (Uddin and Halder,2021) 
1 (2.44%) 

SV04 
ReliefFAttributeEval 

(Deepika and Balaji,2022),(Nancy et 
al.,2022),(Alotaibi and Alzahrani,2022) 

3 (7.32%) 

SV05 Channel selection 
algorithm (CSA) (Ganesh and Nithiyanantham,2022) 

1 (2.44%) 

SV06 Motivated Feature 
Selection (MFS) (Deepika and Balaji,2022) 

1 (2.44%) 

SV07 mrMR (Deepika and Balaji,2022) 
1 (2.44%) 

SV08 Recursive Feature 
Elimination (RFE) (Almulihi et al.,2022),(Sajja and Kalluri,2020) 

2 (4.88%) 

SV09 Sequential forward 
selection (Nancy et al.,2022) 

1 (2.44%) 

SV10 chroma stft (Brunese et al.,2020) 
1 (2.44%) 

SV11 spectral centroid (Brunese et al.,2020) 
1 (2.44%) 

SV12 spectral bandwidth (Brunese et al.,2020) 
1 (2.44%) 

SV13 
zero crossing rate 

(Brunese et al.,2020),(Roy, Roy and 
Mandal,2022) 

2 (4.88%) 

SV14 Mel-Frequency Cepstral 
Coefficients(MFCC) (Brunese et al.,2020) 

1 (2.44%) 

SV15 MCC feature subset 
selection (Mohapatra et al.,2023) 

1 (2.44%) 

SV16 Sequential 
Backward Selection (SB

S) 
(Mohapatra et al.,2023) 

1 (2.44%) 

SV17 Correlation Attribute 
Evaluator (CAE) (Uddin and Halder,2021) 

1 (2.44%) 

SV18 Chi-squared feature 
selection (Alotaibi and Alzahrani,2022) 

1 (2.44%) 

SV19 Forward Feature 
Selection 

(Alotaibi and Alzahrani,2022), (Ordikhani et 
al.,2022) 

2 (4.88%) 

SV20 ROI Selection (Damodharan and Goel,2022) 
1 (2.44%) 
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SV21 Fast Correlation - Based 
feature Selection(FCBF) (Damodharan and Goel,2022) 

1  (2.44%) 

4. Discussion 

4.1. General Findings 
In the present literature review it is evident that there are a variety of articles regarding the 
prediction of heart disease using Machine learning (ML) and Deep learning (DL). The initial 
consultation based on the required information obtained a quantity of 173 results, however, of these 
exclusion criteria had to be made, since many were duplicates and did not comply with the request, 
which finally remained in 43 articles. From the theoretical perspective, ML and DL techniques can 
provide advantages to efficiently analyze and predict heart pathologies, this due to the tools and 
information provided. 

The research question 1 of this study is with respect to the countries where more articles have 
been made about Machine learning and Deep learning techniques to predict heart disease, so Fig.3 
shows the range of countries, mainly the countries of Asia were the ones that obtained the highest 
number of studies investigated. The country that conducted the most research was India, followed by 
China and Pakistan. The country of India shows a high percentage of studies, where the number of 
people who die in that place due to cardiovascular diseases have increased and it is necessary and 
important to obtain information and solutions that help reduce that figure, however China and 
Pakistan have a very low amount compared to India, which shows that although studies are done, they 
still need to be strengthened and a more detailed analysis carried out. 

With question 2, we wanted to reveal the various techniques of machine learning and deep 
learning that are implemented to predict heart disease. The number of articles found within the review 
showed a variety of techniques, whose results show that 18 articles consider Random Forest as the 
most used, followed by 15 articles about SVM. In contrast to this, 2 articles use Logistic Regression 
to predict heart disease, demonstrating the efficiency of such techniques to detect pathologies. 

At the same time, referring to question 3, when talking about the techniques that obtained better 
precision scores, the results are very confusing with respect to the techniques treated, so the 
techniques are detailed in a general way and of them several are repeated. As, for example, in 7 
articles they deal with four different techniques (Random Forest, Deep learning, SVM and XGBoost), 
following with KNN and NN with 4 articles, so it should be noted that (Brunese et al., 2020) is 
present with several techniques Deep learning, KNN, Stacking and NN. This could be due to the fact 
that said author conducts a detailed study with the intention of providing a more complete analysis, 
based on the information required and the size of the same. 

With respect to research question 4, when it comes to the most concurrent machine learning and 
deep learning tools there is a significant difference regarding the number of studies. In Table 3, for 
example, it can be seen that 16 articles detail that Python is the most used tool, on the other hand, it is 
shown that 7 studies apply Keras. So both tools are very useful for the advantages they have, which 
highlights the number of free libraries, their potential and easy to code language. 

In research question 5, the most common metrics that were used were identified, whose 
importance lies in the fact that these are reliable and intuitive and help to have the most accurate 
prediction and improve the performance of the algorithm.  This was seen in 31 articles, where 
Accuracy was the one that obtained the most research, similar case with the metrics of Precision and 
F1-Score, which shows that the authors take into account these precise and necessary indicators. 

Also, in research question 6, we sought to identify the heart diseases studied with ML and LBP, 
whose most applied disease was Coronary Artery Heart with 31 articles, the large number of studies is 
due to the fact that this pathology is the most worrying due to the number of deaths (7.3 million) and 
it is very difficult to predict. However, in contrast to what has been said, only 7 articles talk about 
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another type of disease: Ischaemic heart disease, which based on the low number of articles found 
within the study, should emphasize the study of this cardiac pathology, since it is also important to be 
caused by the narrowing of the arteries of the heart, that is, blood vessels and is harmful to the health 
of patients. 

Finally, the main variable selection algorithms, in Table 4, on the one hand, 13 studies show that 
Kernel is the most used, but some authors also take into account both Information Gain and 
ReliefFAttributeEval, being conceivable that by making use of these better precision results are 
obtained. 

5. Conclusions 
The systematic review shows the current context of the study regarding the use of Machine Learning 
and Deep Learning for the prediction of heart disease. So the grouping of 43 articles analyzed 
indicates that this is a topic of interest within the health sector, which is in the process of expansion 
in the coming years, however, today the total number of studies related to different specific 
pathologies of the heart is not expected, since many of these still need to be treated to carry out a 
more detailed study. Identifying the countries that have done more studies of the use of Machine 
learning and Deep learning is necessary, since in this way it is known which are the places that 
researchers pay greater interest (India, China and Pakistan) as their importance to obtain information, 
and in this way reduce deaths when making use of technology. Whose most used techniques 
(Random Forest, SVM and Logistic Regression) are very promising, because they prove to be the 
most efficient when predicting diseases. At the same time, XGBoost, Ensemble Deep learning, etc., 
were the ones that obtained a better score, between 90%-100%. The use of Machine learning and 
Deep learning tools has advantages, being the case of Python which is open source, its simple 
language and information extraction. So the most common metrics (Accuracy, Accuracy and F1-
Score) together with the main variable selection algorithms (Kernel, Information Gain and 
ReliefFAttributeEval) were important to optimize the performance of the algorithm and predict 
heart disease, including the most applied in this branch: Coronary Artery Heart. Therefore, the use 
of Machine Learning and Deep Learning techniques helps predict heart disease. 

5.1. Research challenges, limitations and Future research directions. 
Within the study, only 5 databases were taken into account, these being the most recognized: 
Francis and Taylor, MDPI, ScienceDirect, Scopus and Web of Science, therefore, there may be 
many articles indexed in other sources that were not located for research and that could have been 
related to the topic. Likewise, publication bias plays an important role in this type of studies 
(literature reviews).  
Although it was possible to answer the research questions as posed, the research has some 
limitations, first of all, most of the studies deal with 1 type of heart disease: Coronary Artery Heart, 
however, not many were found that talk about the other pathologies treated in the study, such as: 
Ischaemic heart disease, Valvular heart disease, Arrhythmia / Cardiac dysrhythmias, etc., which 
could be summarized in a high percentage of unsuccessful articles in the research area. Likewise, it 
was observed that when making use of Deep Learning in the health sector, there are still challenges 
regarding the volume, quality, availability and standardization of data (Chamundeshwari, Biradar 
and Udaykumar, 2022), while some algorithms such as decision tree face challenges such as 
parameter adjustment, biased learned trees and overfting (Albert, Murugan and Sripriya, 2022).  
On the other hand, the models must be updated on a regular basis so that it is available in decision 
making, ensuring the privacy and security of information, being a significant challenge and high 
cost, in addition to interpreting the data for doctors is not easy (Huang et al., 2022). 

5.2. Recommendations 
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Based on the large amount of information related to heart disease worldwide, it is recommended to 
integrate all data and apply machine learning techniques with big data.  Likewise, the construction 
of graphical interfaces with machine learning that allow medical personnel to help better decision 
making is recommended. 
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